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Chapter 1

Introduction to DBMS
Data:

It is a collection or representation of facts, figures, stesisttc. data is in the form of
numbers, characters, symbols, pictures also.
Information :
It is a processed data or collection of data which is having pergsnting.
Data[raw factsp data TransformaticrInformation.
Field:
It is a single piece of information.
Collection of fields is known as one record.
Collection of records is known as one file.
Database

Datalase is an organized collection of data for one/more purposes.

DBMS:
It is a system software or package. It allows access to the data in the database.

It also deletes the data from the database and done any type of the modification.

Traditional File Processing System
In this approach duplication of data is main theme. Limitation of this file based approach is
that the program will be dependent in the files. This leads inconsistency.

Demerits/Disadvantages
1. Duplication of data: Redundancy:
It means the information will be repeated one or more times.
2. Data independence
At the time of redundancy it will leads to the data dependence. It means one
file totally depends upon another file.
3. Data inconsistency:

The main reason is duplication of data because of this we will loss the data .
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4. Limited data sharing:
Each application as its own private files. Data sharing is limited.
5. Lack of security:
Unable to protect data from unauthorized persons.
6. Lengthy development time:
It will take more time to develop particular applications.

Merits/Advantages:
1. No need of highly technical person to handle the database.
2. Processing speed is high compared to the DBMS approach.
3. No need of external storage.

DBMS

It is a single storage of data it is maintain for so many users. That storage is known as

Repository.

Advantages:
1. Minimum data redundancy. 2. Data independence.
3 Data consistency. 4. Data sharing.
5. Data integritys more. 6.Maintainance is easy.

Disadvantages:
1. Cost of hardware and sofare.
2. Need for external database.
3. Database damage.
4. Highly dependent on DBMS operation.

Applications of DBMS:
1 Storage and reproduction of graphic images, vatabaudio.
1 Building of the virtual company office.
1 Building of internet shops and distributed information systems.

1 Creation of web sites, allotted to unlimited opportunities.
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Characteristics of DBMS:

1 Self describing nature of a database system:
This is thefundamental characteristic of database. A DBMS catalog stores
the description of a particular database.
1 Data abstraction:
The characteristithat allows progrardata independence and program
operation independence is called as dataatigin.
1 Support of multiple views of the data:
Each usemay see a different view of the database, which describes only the data
interest to that user. View may be a subset of the database or it contain virtual data.
1 Sharing of data and multiuser transaction processing:
It allows a set of concurrent users to retrieve from and to update the
database.
1 Insulation between programs and data:
In TFS the structures of data files is embedded in the accessing programs,
so many changes to the structure dfla may require changing all programs that

access this file.
DBMS Users

The overall aim of the databeis to implement the concept of data abstraction and data
independence. So that we need some data base users.
1. Application programmers:
This type of users has a complete knowledge about the existing database.
These users can operate on the database.
2. Sophisticated or casual users
who are having no knowledge of any programming language? But they interact with the

system umg query based language.

3. Specialized or End users
This type of users who are specialized in that application only. Means they cannot
create db they can do modification to data.
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4. Naive users
These typeof users cannot hawbe altration ideas but they can give the output

of existing application to satisfy customer needs.

Database Administrator [DBA]
The person who responsible for controlling andoodinating the DBA system is called
DBA.
Functions or roles of DBA:
1 Evaluate oracléeatures and related products.
1 Installation configuration and upgrading of oracle software.
1 Establish and maintain backup and recovery.
1 DBA is responsible for modifications such as inserting data, delete and update data.
1 DBA also creates a set of definttiavhich are responsible for actual storage structure.
1 The DBA responsible for creation of user groups it means various view level
schemas.

1 Providing data security.

When not to use a DBMS:
1 Main cost of using a DBMS, it means high initial investment inward, software etc.
1 When a DBMS may be unnecessary, if database and applications may not be met because
of DBMS overhead.

1 If the database users need special operations not supported by the DBMS.
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Chapter 2
Database system concepts and Architecture
Definition:

Data moel is a set of data structure andnceptual tod used to describe the structure of a
database.

Ex: Data types, relationshigse .

Classification of Data models

Data Model
High level/ representation/ Low level/ l
Object based record based physicalmodel

} |
} } oo !

ER model object oriented Relational Network Hierarchical

High level or object based data model:

This model is used to describe the data mathtain an logical and view level. In this model we
do not bother abouhest or age of data. AThe main aim of
bet ween the various objectso.

There are two types 1-E Model 2. Object Model

E-R Model: This is entity relationship model. In this main components are Entities and
Relationships.

Entity It is the real world object/concept like place, person or thing.

Entity seti an abstraction of similar things, e.g. catsidents

An entity set contains many entities

Attributes: common properties of the entities in a entity sets

Relationshig specify the relations among entities from two or more entity sets

> > I>» >
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customer-name

customer-id

customer borrower

Representation/ Record Based model
There are 3 types of recobdsed models. They are

1. Hierarchical database model
2. Network database model
3. Relational database model

Hierarchical database model

This model is used to describe the data and maintain the logical and view level
In the hierarchical model, data is organized as an inverted tree. Each entity has only one parent
but can have several children. At the top of the hierarchy, there is one entity, which is called the

root.
DEPARTMENT

No. Name

COURSES No. Name Unit D Name | Courses | STUDENTS

PROFESSORS ID Name

ADVANTAGES:

1 In this model DBMS provides lot afecurity.
1 There is always link between the parent and child.
1 Proper ordering of a tree result is easier and faster.

DISADVANTAGES:

1 Although it is a simple to design but complex to implement.

1 If you make any changes in the database structure then you rakistaimanges in the
entire application in the DBMS.

1 This model suffers from the insert, delete and update anomalies.
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Network database model

In the network model, the entities are organized in a graph, in which some entities can be
accessed through sevepaths as shown in figure below.

DEPARTMENT No Name ID Name | Courses | STUDENTS
COURSES No Name Unit ID Name PROFESSORS
ADVANTAGES:

1 Data must be tree like structure because of we are using the pointers.
1 Data manipulation can be done easily.

1 Itis possible to represent many to many relationship

DISADVANTAGES:

1 itis very complex to implemenlhe pointer concept.
1 Itis very difficult to make the structural changes in the database.

Relational database model

In the relational model, data is organized in-vmensional tables called relations.
The tables or relations are, however, related to each other, as we will see shortly.

DEPARTMENT

PROFESSORS

No Namec ID Name Dept-No Courses
- L J
- - - - - -
- - - - - -
[ - - - Py
L]

H COURSES
No Dept-No Prof-ID Unit SIUDENLS
ID Name Courses
- - -
- - - - - -
- - L J - - -
- - -
"
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ADVANTAGES:

1 Compared to network and hierarchical models creation of relation will be easy.
1 In this model changes in the structure do not affect the data access.
1 Itis a very powerful and flexible model for every users.

DISADVANTAGES:

1 In this we hide the implementation complexity and data storage details from the users.
1 Using this model we cannot implement reference concept.
1 Itis poorly designed database system meaesy user can implement the model.

DBMS Architecture
User 1 User 2 User n
External View 1 View 2 View n
level T
The way users
perceive the data.
Mapping and
Conceptual independence
level Conceptual between external
schema and internal
levels.
The way the
Internal level Internal DBMS and OS
schema perceive the data.
Physical data
organization Database
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Internal level:

It is the lowest level of data abstraction that deals with the physical representation of the
database on the computer and thus, is also knowwhyascal level It describesow the data is
physically stored and organized on the storage medium. At this level, various aspects are
considered to achieve optimal runtime performance and storage space utilization. These aspects
include storage space allocation tecluess) for data and indexes, access paths such as indexes,
data compression and encryption techniques, and record placement.

Conceptual level

This level of abstraction deals with the logical structure of the entire database and thus, is
also known asogical level It describesvhatdata is stored in the database, the relationships
among the data and complete view of the usero
physical implementation. That is, it hides the complexity of physical storageusésicThe
conceptual view is the overall view of the database and it includes all the information that is
going to be represented in the database.

External level:

It is the highest | evel of abstraction that
is also known asiew level In general, most of the users and application programs do not
require the entire data stored in the database. The exmrabtiescribes a part of the database
for a particular group of users. It permits users to access data in a way that is customized
according to their needs, so that the same data can be seen by different users in different ways, at
the same time. In thigay, it provides a powerful and flexible security mechanism by hiding the
parts of the database from certain users, as the user is not aware of existence of any attributes
that are missing from the view.

The process of transforming the requests and rdsetitgeen various levels of DBMS
architecture is known asapping.

The main advantage of threehema architecture is that it provides data independ@®uate.
independenceés the ability to change the schema at one level of the database system without
having to change the schema at the other levels.

Data independence is of two types, namely,
logical data independenceand

physical data independence
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Logical data independence

It is the ability to change the conceptual schema without affecting the external schemas or
application programs. The conceptual schema may be changed due to change in constraints or
addition of new data item or removal of existing data item, etc., from the database. The
separation of the external level from the conceptual level enables the users to make changes at
the conceptual level without affecting the external level or the atigicprograms

Physical data independence

It is the ability to change the internal schema without affecting the conceptual or external
schema. An internal schema may be changed due to several reasons such as for creating
additioral access structure, changing the storage structure, etc.

DBMS LANGUAGES

1 Data definition language (DDL)
Defines conceptual schema

Storage definition language (SDL)
Specifies the internal schema

View definition language (VDL)
Specifies user views/mappings to conceptual schema

1 Data manipulation language (DML)
Allows retrieval, insertion, deletion, modification

Low-level or procedural DML
Must be embedded in a genepairpose programming language

High-level or non-procedural DML
Can be used on its own to specify complex database operations concisely

Basic Client/Server Architectures

The client/server architecture was developed to deal with computer environment in which a large
number of PCs, workstation, file serveré

A A client in this framework is typically a user machine that provides user interface
capabilities and local processing
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A A server is a system containing both hardware and software that can provide services to
the client machines.

There are 2 types of dbnfSlientServer Architecture. They are
M Two-tier client server architecture
9 Threetier client server architecture

Figure 2.5 Client Client Client
Logical two-tier
client/server Network
architecture.
Print File DBMS
Server Server Server

This is calledtwo-tire architectures because the software components are distributed over two
systems: client and server

A The emergence of th&/eb changed the roles of client and server, leading tdhiese-
tier architecture

Three-tier architecture

The intermediate layer omiddle layer is sometimes called thapplication server or Web
serverThreetier Architecture Can Enhae Security:

1. Database server only accessible via middle tier

2. Clients cannot directly access database server
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Figure 2.7 .
Logical three-tier Client GUl, Presentation
. . Web Interface Layer
client/server architecture,
with a couple of commonly
used nomenclatures.
Application Server Application Business
or Programs, Loaic Laver
Web Server Web Pages < I v
Database Database Data}f)ase
Server Management Services
System Layer
(a) (b)

The presentation layer displays information to the user

A The business logic layer handles intermediate rules and constrains before data is passed
up to the user or down to the DBMS

A If the bottom layer is split into two layers (a web server and a database server), then it is a
4-tier architecture (possible to timetier)

DBMS Interfaces

1. Menu-Based Interfaces for Web Clients or Browsing :

These interfaces present the user with lists of options, called menus, that lead the user
through the formulation of a request. Menus do away with the need to memorize the
specific commands and syntax of a query language;

2. Forms-Based Interfaces :
A forms-based interface displays a form to each user. Users can fill out all of the form
entries to insert new data, or they fill out only certain entries, in which case the DBMS
will retrieve matching data for the remaining entries.

3. Graphical User Interfaces :
A graphical interface (CUI) typically displays a schema to the user in diagrammatic form.
The user can then specify a query by manipulating the diagram. In many cases, CUIs
utilize both menus and forms. Most CUIs use a pointing device, such as a maquisk, to
certain parts of the displayed schema diagram.

4. Interfaces for Parametric ¢ Users :
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Parametric users, such as bank tellers, often have a small set of operations that they must
perform repeatedly. Systems analysts and programmers design and impespental
interface for each known class of naive users. Usually, a small set of abbreviated
commands is included, with the goal of minimizing the number of keystrokes required for
each request.

5. Interfaces for the DBA :Most database systems contain peggéd commands that can
be used only by the DBA's staff. These include commands for creating accounts, setting
system parameters, granting account authorization, changing a schema, and reorganizing
the storage structures of a database.
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Chapter- 3
Data modeling using ER model
Entity : An entity is an object athing in the real world withraindependent existence.
Ex: place, person.

Entity can be classified into two types they are

1 Strong Entity: Itis an entitywhicdl o es nét depend upon on anoth
representedbf | symbol.

1 Weak Entity: It is an entity with will depends upon the kentity. It will be

represented by |:| symbol.

Attribute : It is a property or charaatisticthat described an entity relationshiplt is
represented b@

Types of attributes: There are different types of attributes

1. Simple Attribute: It is an Attribute which cannot be divided into sub parts. It consists of
single atomic value.
Ex: Regno, age etc.
2. Composite Attribute: It is an attribute which can be further divided into subparts. This
value not atomic.
Ex: Name, Address etc.
3. Single valued Attribute: This attribute can have only a single value for particerity.
Ex: A person can have only one date of birth, Regnoetc
4. Multi Valued Attribute : This Attribute can have multiple values.
It is represented b@
Ex: skill, phone number etc.
5. Derived Attribute : It is an attribute derived froitme another attribute.
Ex: age
6. Null Attribute : An entity may not have an applicable value for an attribute.

7. Stored Attribute: It stores value of the related attribute.
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Mapping cardinalities (or) types of relationships between entity sets
Express the number of entities to which another entity can beassociated via a relationship set.
1 Most useful in describing binary relationship sets.

For a binary relationship set the mappaagdinality must be one of the following types:

 One to one
1 One to many
1 Many to one
1 Many to many
A 5 A B
5
-:| " 1
iy 1'_7
i3> H

(a) {(b)
One to one Oneto many
One instance of one entity can be One instance of one entity can be associat
associates with one instanceasiother with many instances of another entity.
A B A B
[ 1
— ' . 2y 5 2
> I,
Iy - -
2 [N
s i1
- L Y l-'4
(=) (B3
Many to one Many to many
Many instancs of one entity can be Many instance of one atity can be associate

associates with one instance of another en with manyinstance of another entity.
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Degrees of relationship
Degree of relationship refers to the number of participating entities in a relationship.

1 If there are two entities involved in relationship then it is referred to as binary
relationship.
1 If there are threeentities involved then it is called as ternary relationship and so on.

On the other hand, it is the cardinality of relationship that detine number of instances of one
entity as it relates to the number of instances of the other entity. Based on the different
combinations between two entities we can have eithet@ore, oneto-many or mansto-many
relationship.

Abstraction

The processof abstraction hides the data or information from the users. It reduces the

complexity and increases efficiency.

There are 3 main aspects of abstraction. They are

1 Generalization
1 Specialization

1 Aggregation

Generalization

Generalization is a bottom-up approach in which two lower lesel entities combine to form a higher lesvel entity.
In generalization, the higher level entity can also combine with other lower level entity to make further higher

level ertity,

Account

Buttom

Up
Approach

Current

Saving
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Examples of generalization.
(a)Two entity types CAR and TRUCK.

(b) Generalizing CAR and TRUCK into VEHICLE

NoOfPassengers

@)

NoOfAxles

(b) -
LicensePlateMo
y— HosmeiisteNo >

VEHICLE

"M%ﬁﬁ%%ﬁﬁ%ﬁ!" NoOfAxles

Specialization

Specialization is opposite to Generalization. It is a top-down approach in which one higher level entity can be
broken down into two lower level entity. In specialization, some higher level entities may not have lower-level
entity sets at all.

Student

Top
Down
Process

Ex—Student Curr Student
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Ex: An attributedefined specialization on the JobType attribute of EMPLOYEE.

@

EMPLOYEE

“Secretary”

TypingSpeed

“Technician”

J

Job Type

“Engineer”

EngType

SECRETARY

TECHNICIAN

ENGINEER

Aggregration

Aggregration is a process when relation between two entity is treated as a single entity. Here the relation

hetween Center and Course, is acting as an Entity in relation with wisitor.

center

- | Course

Visitor
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E-R diagram for University database

@ @ DCode OfficeNumber
Birth date ! !@ / \
\ OfficePhone
Department

Student
\ College

Grade Report

Letter Grade

coe
Section Be‘ong To

Semester

SectionNumber
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E-R diagram for bank database

1 N
BANK = BANK-BRANCH
N

1 .1

ACCOUNT LOAN

M

@ e

CUSTOMER @
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E-R diagram for company database

department-
managed
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gapanment
{ON)
SUPETVEEDT
CONTROLS
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employes 1N controlled-
project

(1)

PROJECT
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Each and every table may be or may not be consider the following constraints or keys.

Keys:

1. Super keys it is a set of one or more attributes that taken collectively allows
identifying uniquely an entity in the entity set.

2. Candidate key. all minimum super keys of a relation are called the candidate keys.

3. Primary key: In a relation there can be several candidate keys. One candidate key
out of them with minimum attributes is considered the primary key.

4. Alternate or secondary key An attribute or a combination of attributes used only
for data retrieval purpose is callad alternate key or secondary key.

5. Foreign Key: Suppose R1 and R2 are two relations. F is the foreign key in R1 that
references R2 if satisfies two rules.
A. The attributes in F have the same domain as the primary key attributes P of R2.

B. Avalue of Ain atple T1 of R1 either occurs as v value of P for some tuple T2
of R2. i.e., T1[F]= T2[P]
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Chapter-4
Record Storage and Primary File Organization

Storage Device:

The hardwarethat writes data to or reads data from a storage medium is
calleda storage device. (or)

The collection of data in a database must be physically on some computer storage medium.

Storage devices are 2 main categories. They are

1. Primary Storage
2. Secondary Storage

Primary Storage:

This category includes storage media tat be operated on directly by the computer
CPU. Primary storage is a volatile and temporary. The advantage is that it provides fast access to
data. The disadvantage is that it is of limited storage capacity.

Secondary Storage:

Data in this storage devieeannot be processed directly by CPU, first copied into
primary storage. It is permanent storage device until changed by user.

Memory Hierarchies
3 key characteristics increase for a memory hierarchy. They are

I Access time
1 Storage capacity
1 Cost

The memoryhierarchy with six levels. At the top there are CPU registers, which can be accessed
at full CPU speed.

Next cache memory which is currently on order of 32KB to a few MB. Cache memory is used to
speed up execution of programs.

Next main memory with sizeucrently ranging from 16 MB for entry level systems to tens of
giga bytes.

After the magnetic disks, the current work is permanent storage.
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CPU Registers
L1 Cache Memory
L2 Cache Memory

“Main” Memory

Rotating Magnetic Memory

3

Faster access

Optical Memory

Sequentially Accessed Memory

At the secondary storage level, magnetic disks andRCIM [Compact Disk Read Only
Memory] devices and magnet&pes are included. Large permanent databases are in secondary
storage.

Secondary Storage Devices

Secondary storage technology refers to storage devices and storage media that are not always
directly accessible by a computer. This differs from prinsaoyage technology.

Ex: external hard drives, USB flash drives, floppy disk, hard etc.

Hard disk:

Internal architecture of hard disk as shown fig below.
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— armn assemmibly

PFlutier

r¥laiion

Hard disk has high capacity, low cost per bit. Its capacity will be 100mb to gb.
Hard disk contais concentric tracks. Tracks are divided into sectors.
A sector is the smallest addressable unit in a disk.

A block is a physical data record separated on the medium from other blocks by inter blocks.

A cylinder is the set of matched tracks at a given sadfla disk space.

Floppy Disk:
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Floppy disk contains a single flat piece of circular coated with metal oxide and enclosed with in
a cover.

Floppy disk is small and portable.
The 3 common sizes of floppies are 3 %2 inches, 5 ¥ inches, 8 inches in diamete
The most commonly used floppy disk is 3 %2 inches with storage capacity of 1.44mb

Floppy disk was useful for transferring data between computer for keepingupagksmall
files.

Magnetic Tape:
Magnetic taps are sequential access devices.
Magnetic diks are thin circular plastic plates on which some magnetic material is coated.

A recording medium consisting of a thin tape with a coating of a fine magnetic material used for
recording analogue or digital data.

Data is stored in frames across the widtkheftape. these frames are grouped into blocks or
records which are separated from other blocks.

Magnetic tape is a serial access medium.
However large amounts of information can be stored within magnetic tape.

Modern magnetic tape is most commopérforms actual writing or reading of data is a tape
drive.

The access time for a sector has 3 main components. They are
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1 Seek Time
1 Rotational Delay or Latency
1 Block Transfer Time

SeekTime:
The time required to move the arm is called seek time.

Theseek time depends on the previous position of the head and speed that the arm moves across
the surface.

Rotational delay (or) Rotational Latency:

The time taken to rotate and position the beginning of the desired block under the
read/write head. It depds on the rpm (rotation per minute) of the disk.

Block Transfer Time:
The time requires to transfers the data is called Block Transfer Time.

Total time needed to locate and transfer an arbitrary block given its address is the sum of seek
time, rotation élay and Block Transfer Time.

Buffering of blocks

When several blocks need to be transferred from disk to main memory and all the block
addresses are known, several buffers can be reserved in main memory to speed up the transfer.

While one buffer is beingead or write, the CPU can process data in the other buffer.

A A
B C
D
tl t2 t3 t4
Interleaved concurrency of A and B Parallel concurrency of C and D

The above mentioned representation
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consider 2 processes A and B that run concurrently (simultaneously) in interleaved fashion.
Consider other 2 processes C and D that run concurrently in a parallel fashion.

Double Buffering:

The CPU can start processing a block, once its transfer to main memory is completed, at
the same time the disk I/O processor can be reading and transferring the next block into a
different buffer. This mechanism is knownfagl ou bl e buf f eri ngo.

This can baised to speed up the transfer of continuous disk blocks.

Parallel Processing and Double Buffering

A VAN
= ol vl
< ¥ < Qg €

Placing a File Records On Disk
Record:
Record is a collection of related data values or items.

Record Type:

A collection of field names and their corresponding data types forms a record type or
record format definition.

Data type:
A data type associated with each field specifies the types of values a field can take.
2 types of record types are there. They are

Fixed length record type:
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1 Each field is of fixed length.
1 The number of records, thength of each field are available in file header.

Variable length record type:

1 Each field is of its own length.
1 The number of records, the separator symbols used are recorded in the file header.

Files

A file is a collection of similar records, where eaehord is a collection of data values or data
items.

A file descriptor or file headerincludes information that describes the file, such as the field
names and their data types and the addresses of the blocks on disk.

A file can have 2 types of records.éhare

1 Fixed length records
91 Variable length records.

Fixed length records:
A file where all the records are of the same length is said to be fixed length.
Advantage: Access is fast because computer knows where each record starts.

Disadvantage: Using thtke records are usually larger and therefore need more storage space
and are slower to transfer.

Variable length records:
One or more fields of different lengths in each record called variable length records.
Advantage: Records will be smaller and wileddess storage space.

Disadvantage: Computer unable to determine where each record starts.

Allocating file blocks on disk
An allocation method refers to how disk blocks are allocated for files.

One main problem in file management is how to allocate dpadies so that disk space is
utilized effectively and files can be accessed quickly. Three major methods of allocating
diskspace are
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1 Contiguous allocation method
M Linked allocation method
M Indexed allocation method

Each method has its advantages and daatdges.
Contiguous Allocation:

The contiguous allocation method requires each file to occupy a set of contiguous address on the
disk. Disk addresses define a linear ordering on the disk.

The difficulty with contiguous allocation is finding space for a new file. If the file to be created
is n blocks long, then the OS must search for n free contiguous blocksitHrsstfit, and

worstfit strategies are the most common strategies wsedléct a free hole from the set of
available holes.

Another problem with contiguous allocation is determining how much disk space is needed for a
file. When the file is created, the total amount of space it will need must be known and allocated.

Linked Allocation:
The problems in contiguous allocation can be traced directly to the requirement that the spaces

be allocated contiguously and that the files that need these spaces are of different sizes. These
requirements can be avoided by using linked atioo.
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In linked allocation, each file is a linked list of disk blocksach block contains a pointer to the
next block and the last block contains a NIL pointer. The vdlueay be used for NIL to
differentiate it from block O.

1 Solves allthe problems focontiguous allocation.

1 Each file is a linked list of disk blocks, blocks may be scattered anywhere on the disk.
1 Each data block contains the block address of the next block in the file.

1 No external fragmentation.

This pointer is initialized to nil (thenel-of-list pointer value) to signify an empty file.
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Linked allocation, does have disadvantages, however.

The major problem is that it is inefficient to support diactess; it is effective only for
sequentiabccess files. To find thieth block of &file, it must start at the beginning of that file

and follow the pointers until thieth block is reached. Note that each access to a pointer requires
a disk read.

Another severe problem is reliability. A bug in OS or disk hardware failure might result in
pointers being lost and damaged. The effect of which could be picking up a wrong pointer and
linking it to a free block or into another file.

Indexed Allocation:

The indexed allocation method is the solution to the problem of both contiguous and
linked alocation. This is done by bringing all the pointers together into one location called the
index block.

It supports direct access by bringing al the pointers together into the index block.

In indexed allocation, each file has its own index block, whi@miarray of disk sector of
addresses. The ith entry in the index block points to the ith sector of the file.
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Indexed allocation supports direct access, without suffering from external fragmentation. Any
free block anywhere on the disk may satisfy a estjfor more space.

Record Block:

The records of a file must be allocated to disk blocks because a block is a unit of data
transfer between disk and memory is known as

Disk Block:

A block is unit of data in a disk is called as disk block.

Operations on Files
File operations are grouped into 4 types. They are

General operations
Retrieval operations
Update operations
Combined operations

= =4 -8

The Os provides systems calls to create, write, read, reset, and delete files.

General operations:
Open: It prepares the file for read or write. It sets the file pointer to the beginning of the file.

Resetting a file The directory is searched for the appropriate entry, and the current file position
is reset to the beginning of the file.

Close: This operation will perform closing the file from buffer.
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Creating a file. First, a space in the file system must be found for the file. Second, an entry for
the new file must be made in the directory. The directory entry records the name of the file and
the lacation in the file system.

Retrieval Operations:

These type of operations do not change any data in a file but only locate certain records so that
their field values can be processed.

Find or locate: This operation searches for the first record satisfgisgarch condition.

Reading a file To read a file, a system call is made that specifies that specifies the name of the
file and where (in memory) the next block of the file should be put. Again, the directory is
searched for the associated directory erang the directory will need a pointer to the next block
to be read. Once the block is read, the pointer is updated.

Find Next: This operation search for next record in the file that satisfies the search condition.

Update Operations:

These are changestfile by insertion or deletion or by modification values.
Writing a file . To write a file, a system call is made specifying both the name and the file and
the information to be written to the file. Given the name of the file, the system searches the
diredory to find the location of the file.
Deleting a file To delete a file, the directory is searched for the named file. Having found the
associated directory entry, the space allocated to the file is released (so it can be reused by other
files) and invablates the directory entry.

Insert: this operation is used to add another record in existing file.

Combined Operations:
These are also known as-s¢time operations. They are
Find all: This operation locates all the records in the file that satisfies search condition.
Find ordered: It retrieves all the records in the file in some specified order.
Reorganization: It starts the reorganization process.
Theoperations desdsed only the minimal set of required file operations. More commonly, we

shall also want to edit the file and modify its contents. A special case of editing a file is
appending new information at the end of the file.
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Parallelizing Disk Access Using RAID Techalogy
RAID stands for
AfRedundant Array of I nexpensive or I nde

The Aim of this technology is fAto i mprove per

Data Striping:

Distributes data transparently over multiple disks to make them appear as a siegle larg
fast disk. This improves disk performance. Is known as Data Striping.

Disk O Disk 1 Disk 2 Disk 3

Data StripingFile A is Striped across 4 disks.
RAID Levels

RAID Level O :[ Striped disk array with no fault tolerance ]

1 Requires a minimum of 2 drives to implement

RAID
Controller

Server

1518

Copyright @ 1996 - 2005 Advanced Computer & Network Corporation. All Rights Reserved. www.acnc.com
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Advantages
No parity calculation overhead is involved
Very simple design
E aimplemednto

Disadvantages

T The failure of just one drive will result in all data in an array being lost
1 Should never be used in mission critical environments

RAID Level 1: [ Mirroring and Duplexing ]

1 Requires a minimum of 2 drives to implement
1 No striping and\o parity.

For Highest performance, the controller must be able to perform two concurrent separate Reads
per mirrored pair or two dujglate Writes per mirrored pair.

RAID
Controller

Server

Mirroring|

Mirroring =

Copyright ® 1996 - 2005 Advanced Computer & Network Corporation. All Rights Reserved, www.acnc.com

In this data is stored twice by writing them to both the data disk and mirroredif disksk fails,
the controller uses either the data drive or mirror drive for data recovery and continues operation.

Advantages:

1 RAID 1 offers excellent read speed and write speed that is comparable to that of a single
disk.

In case a disk fails, data dot have to be rebuild, they just have to be copied to the
replacement disk.

1 RAID 1is a very simple technology.

=

Disadvantages:
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1 The main problem is that the effective storage capacity is only half of the total disk
capacity because all data get writtenceyv

RAID Level2: [ Hamming code ECC]

It can do Error detection and Correction.

In this use parity bits and Hamming codes used to identify and correct errors.
Parity bits are used to verify data integrity and signify oddness of data bits.
For all thesaise ECC [ Error Correction Code ].

= =4 =4 A

ECC/Ax ECC/ Ay ECC/Az

ECC / Bx ECC /By ECC/Bz
ECC/Cx ECC/Cy ECC/Cz
ECC / Dx ECC/Dy ECC/Dz

ADtoA3=Word A BOtoB3 =WordB ECC/Ax to Az =Word AECC ECC/Bx to Bz = Word B ECC
COtoC3=WordC DOto D3 =WordD ECC/Cx to Cz = Word CECC  ECC/Dx to Bz = Word D ECC

1518

Copyright © 1956-2011 Advanced Computer & Network Corporation. All Rights Reserved oo

RAID level 3: [ parallel transfer with parity ]

The data block is subdivided ("striped") and written on the data disks. Stripe parity is generated on
Writes, recorded on the parity disk and checked on Reads.

Parity
Generation

A PARITY

B paniry
C pariTY
, D parity
Stripe 0 Stripe 1 Stripe 2 Stripe 3 Stripes 0, 1,2, 3 Parity
AGNC

© 1956-2011 Advance Iy K 'a & Reservec
Copyright © 1956-2011 Advanced Compuler & Network Corporation. All Rights Reserved walbdn
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RAID Level 3 requires a minimum of 3 drives to implement

1 Uses Single parity bit.
1 Here instead of Hamming code we use XOR for error detection and correction.

Advantages:

1 RAID 3 provides high performance for large data transfers.
1 Disk failures do not significaht slow down.

Disadvantages:

1 This technology is fairly complesontroller design.
i Transaction rate slowed by parity disk.
1 Software implementation.

RAID level 4:[ Independent data disks with shared parity disk

Each entire block is written onto a daiak. Parity for same rank blocks is generated on Writes,
recorded on the parity disk and checked on Reads.

RAID Level 4 requires a minimum of 3 drives to implement

Parity
Generation

A PARITY

B parity

C pariTy

D parity

Block 0 Block 1 Block 2 Block 3 Blocks 0,1,2,3 Parity

A&X

Copyright © 1956-2011 Advanced Computer & Network Corporation. All Rights Reserved
( ¢ www.acnc.com

Advantages:

1 Very high read rates.
1 Multiple files read at a time.

Disadvantages:
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1 Veryslow write rates.
1 In efficient data recovery.

This technology uses in web servers etc.

RAID level 5: [ Independent data disls with distributed parity blocks]

RAID 5 is the most common secure level. It is similar to RAID 3 except that data aretreahsf
to disks by independent read and write operations.

RAID 5 can be achieved in software, hardware controller is recommended.
RAID Level 5 requires a minimum of 3 drives to implement

Parity
Generation

€0 - D 0 PARITY
bl 1 PARITY '

2 PARITY D2

a D3

4 pARITY B4 X 1/
A Blocks B Blocks CBlocks D Blocks E Blocks

A&

Copyright @ 1996 - 2005 Advanced Computer & Network Corporation. All Rights Reserved, www.acnc.com

Server

Advantages:
1 Read data structures are very fast while write tfatesaction are some what slower.
Disadvatages:

1 Most complex controller design.
1 Medium write data transaction rate.

RAID level 6: [Independent data disks with two independent parity schemés

Two independent parity computations must be used in orgeowide protection against double
disk failure. Two different algorithms are employed to achieve this purpose.
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RAID Level 6 requires a minimum of 4 drives to implement

£

XOR Parity | Reed-Solomon
Generation (P) | ECC Code 3 o
Generation (Q) e A0 BO QOpary
Server
Al Q1 pary P1 eagry
Q2 gy P2 parrty 2
el B eiC...
A Blocks B Blocks C Blocks D Blocks
Copyright @ 1996 - 2005 Advanced Computer & Network Corporation. All Rights Reserved. wwwacnc.com

RAID level 10: [Very high reliability combined with high performance]
This level hashe combination of Dlevel and 1'level of RAID.

RAID Level 10 requires a minimum of 4 drives to implement

RAID
Controller

Server
Striping ¢
Mirroring Mirroring m
Copyright © 1996 - 2005 Advanced Computer & Network Corporation. All Rights Reserved. Www.acnc.com

That isData Striping + Data Mirroring
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RAID level 50: High I/O rates and Data Transfer Performance

RAID Level 50 requires a minimum of 6 drivesimplement

Blocks B,D,FH,...

Blocks A,C,E, G, |, etc...

A0 , ' B 0 PARITY
Al 1 PARITY ' 1 PARITY C1

2 PARITY B2 A 2 PARITY B2
RAID 5 Layer RAID 5 Layer
Copytight © 19562011 Advanced Compuler & Network Corporation. All Rights Reserved %

File Organization

Definition:

The physical arrangement of data in a file into records and pages on the disk. It is known
as File Organization.

There are 3 types of File Organization. They are

1. Unordered or Heap files
2. Ordered or Sequentiéiles
3. Hash files

Each and every file organization technique has 3 types of operations. They are

1. Inserting a new record.
2. Searching for a record.
3. Delete a record.
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Files of Unordered Records or Heap Files

Records are placed in this organizationwasunerder Those t
fileso. These are also known as

o<

es of files
ile fileso.

Here 3 operations are performed on the files.
Inserting:

1 Here insertion will be efficient. Because here insertion will takes place at the end of the
file.

1 Takes thedst block into a buffer.

1 Adds the new record to it.

1 Rewrites the block back to the disk.

Searching:

1T Searching a record is not efficient. I n th
1 So it needs to search record by record it needs more time to Heatrofcord.
1 Slow because of linear search.

Deleting:

1 Find the corresponding block.

1 Copy the block into a buffer.

9 Delete the record from the buffer.

9 Slow because the record to be searched first.

Files of ordered Records or SequentidFiles

Records are pkted in this organization was ordered. Those types of files are known as
ASequential fileso.

Here 3 operations are performed on the files.
Inserting:

1 Here insertion will be in efficient. Because here insertion will takes place at the first or
middle posiion of the file.

1 Adds the new record to it.

1 Slow.
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Searching:

19 Searching a record is efficient. Il n this
1 In this search begins from the middle record in file.

1 Update the ordering field.

1 Must be content be ordered.

1 Fast because of binary search.

Deleting:

1 Deletion can be done efficiently.
Find the record.

Delete it and mark the place.
Periodically reorganize the file.

= =4 =

Hash Files or Hashing Techniques

Hashing technique

Hashing techniques is a very efficient methothm searching the exact item in very short time.

Hashing is the transformation of a string of characters into a usually shorter fixed length values.
Or

Hashing is the process in which we place the each data item at the index of the memaory location.

Hash Organization

1 Bucket: Hash file stores data in bucket format. Bucket is considered a unit of storage.
Bucket typically stores one complete disk block, which in turn can store one or more
records.

1 Hash Function: A hash function h, is a mapping function that maps all set of s&agsh
K to the address where actual records are placed. It is a function from search keys to
bucket addresses.

For example we are creating as index on the table, we cannot view thatBatesing this
hashing functions are display that index values.

The primary file organization based on hashing techniques provides very fast access to records.
The file organization based on hashing is called hash or direct file.
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The idea dehind hashingjto provide a function called a hashing function or randomizing
funcntion.

Advantages of hashing :

1> Hash tables over other data structures table is speed when the number of entries is large.
2> Hash tables are particularly effective when maximum numbentoies can be allowed.

Disadvantages of hashing:

1> Hash tables can be more difficult to implement than self balancing trees.
2> Hash tables are not effective when the number of entries are very small.
3> Hash tables are less efficient for string procesapplication like spell checking etc.

There are 2 types of Hashing techniques

1 Internal hashing
1 External hashing

Internal hashing:
Hashing for an internal files is known as internal hashing.

Internal hashing is typically implemented through the usdadrray of records. Using this
hash field value such as names can be tranformed into an interger(ASCII). Suppose that the array
index range from 0 to #h, then we have i slots whose address corresponds to array indexes.

Collections occur when a hagblfl values of a record being inserted hashes an address that
already contains.

Chaining: In this method a pointer field is added to each recortd location. A collection is
resolved by placing the new record in an unused overflow location and setting theipter
of the occupied hash address loction to the address of that overflow location.

External hashing:

Hashing for a disk file is called external hashing .tosult the characteristics of disk storage,
the target address space is made up of buckets,eadtiobf olds multiple records.

A bucket is either one disk block or continuous blocks.
In this 2 types of techniques again they are
Static hashing:

In this fixed amount of space allocated to the file.
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Suppose if we allocate M bucketas for the address spddd ae the maximum number
of records that can fit in one buket, then at most M*n records will fit in the allocated space.

If number of records increases to more than m*n, then overflow error will be occurred.
In this we are difficult to expand one fi&ze at run time.
Dynamic hashing:

In this hashing file size will be expand or shrink dynamically. The number of buckets are
not fixed and file size was also not fixed.

If no of buckets are increased then the file size will be expanded. Suppose no of buckets are less
then the file size will be shrink.

Once the bucket is full, and a new record is inserted. The buckets overflow and are split
up into two buckets. The reaw are distributed into the two buckets.
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